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Abstract: The standard account of modal expressions in natural lan-
guage analyzes them as quantifiers over a set of possible worlds deter-
mined by the evaluation world and an accessibility relation. A number
of authors – most notably Yalcin (2007) – have recently argued for an al-
ternative account according to which modals are analyzed as quantifying
over a domain of possible worlds that is specified directly in the points
of evaluation. But the new approach only handles the data motivating it
if it is supplemented with a non-standard account of attitude verbs and
conditionals. It can be shown the the relational account handles the same
data equally well if it too is supplemented with a non-standard account
of such expressions.

1 Introduction

A well-known approach to modal expressions in natural language analyzes them
in terms of accessibility relations between possible worlds: a sentence like it
might be raining, for example, is true at a world w just in case there is a world
accessible from w at which it is raining. This sort of relational semantics is
familiar from modal logic, and has been elaborated in various ways in the lit-
erature on natural language semantics; a particularly influential version of this
theory is due to Angelika Kratzer.1

Recently, however, a number of theorists have been exploring an alternative
approach to the semantics of modals, according to which a modalized clause
is evaluated for truth relative to a pair of a possible world and an information
state or a domain (typically represented by a set of possible worlds). On this
approach, which Yalcin (2007) calls domain semantics, a modal clause places
no constraint on the world parameter, but instead quantifies directly over the
worlds in the domain, so that it might be raining is true at a world-domain pair
(w, i) just in case there is a world w′ in the domain i at which it is raining.

∗For helpful discussions of these issues, thanks to Kai von Fintel and Jeremy Goodman.
For written comments on earlier drafts of this material, thanks to Matt Mandelkern, Sarah
Moss, Seth Yalcin, and to two anonymous referees for the Journal of Philosophical Logic.

1See, for example, Kratzer (1981, 1991, 2012).

http://dx.doi.org/10.1007/s10992-016-9414-x


Domain semantics has been investigated in connection with epistemic modals,
deontic modals, conditionals, imperatives, and the connectives and and or.2 One
of the more striking arguments on behalf of this approach concerns the behav-
ior of epistemic modals when they occur embedded under attitude verbs and in
the antecedents of indicative conditionals. Yalcin (2007, 983) observes that the
following sentences are infelicitious, in the sense that more or less any utterance
of them would strike us as odd:

(1) Suppose that it is raining and it might not be raining.

(2) If it is raining and it might not be raining, then...

Yalcin contends that the infelicity of these sentences can be explained if we adopt
a domain semantics, but that it is less clear how these data can be accounted
for given the standard relational semantics.3

But the problem Yalcin raises should really be seen as a problem not for
relational semantics as such, but for the combination of a relational semantics
for modals and familiar approaches to the semantics for attitude verbs and
conditionals. Furthermore, the problem cannot be solved simply by adopting a
domain semantics for modals; we need, in addition, to adopt what I shall call
a shifty semantics for attitudes and conditionals. This raises a question: can
we salvage a relational semantics for epistemic modals if we combine it with a
suitably shifty semantics for attitude verbs and conditionals?

The primary aim of this paper is to make the case for an affirmative answer
to this question. I then consider an objection to the proposed theory, and close
by briefly discussing the consequences of this result for the debate between
relational semantics and domain semantics.

2 Relational semantics

I will start by sketching what I take to be a fairly standard relational semantics
for epistemic modals. As we shall see, I think the standard picture conflates cer-
tain distinctions, but it will help to first spell the picture out before complaining
about it.

On a familiar sort of semantic theory, expressions are assigned extensions
relative to a context and an index, the latter being a sequence of parameters
that includes at least a possible world (Lewis 1980, Kaplan 1989). If we assume
for the moment that indices contain only possible worlds, then on a standard

2Domain semantics was first discussed (though not under that name) in MacFarlane (2011),
which was available in unpublished form in 2006; see Yalcin (2007, n. 10). See also Kolodny
and MacFarlane (2010), Klinedinst and Rothschild (2012), and MacFarlane (2014).

Domain semantics is closely related to certain dynamic semantic theories; see Veltman
(1996), Beaver (2001), and Willer (2013).

3It is worth noting that the infelicity of, e.g., (1) does not seem to depend on the order of
the two conjuncts. Sentence (3) also appears to be infelicitous:

(3) Suppose that it might not be raining and it is raining.
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relational semantics, might φ is true at a context c and a world w just in case
there is a world w′ compatible with the body of knowledge relevant at c at which
φ is true. Slightly more formally:

(4) Jmight φKc,w = 1 iff there is a world w′ compatible with the c-relevant
information at w such that JφKc,w

′
= 1

(Where α is an expression, JαKc,w is the extension of α at c and w.) Given an
arbitrary context c and world w, what is ‘the c-relevant information at w’ ?
What the speaker of c knows at w? Or some set of propositions that is some-
how calculated out of the individual bodies of knowledge of the conversational
participants? Or something else altogether? This is a vexed question, which
may not admit of a general answer, or may require us to re-think standard as-
sumptions about how to assign utterances truth values.4 I’ll return to this issue
shortly, but most of what I have to say will be independent of how we answer
this question.

The semantics given in (4) appears to assume either that might is always
epistemic or else that might is ambiguous. But there are what appear to be
non-epistemic uses of might as when I say I might have been born in Kansas,
even when I know that I wasn’t, and (let’s say) have always known this. But
it seems odd to say that might is ambiguous, since both uses of might seem to
have an underlying core meaning: that of some kind of possibility modal. An
influential idea due to Kratzer is that, instead of positing an ambiguity here,
we should posit (further) context-sensitivity in the meaning of might : what
‘flavor’ of modality (epistemic or metaphysical, for example) might expresses on
an occasion of use is a function of the context.

A simple way to implement Kratzer’s idea is to think of might as having as
its basic meaning an abstract relational semantics, where the relation gets filled
in by context. There are a number of ways to make this concrete. For example,
following Kratzer (1991) and Portner (2009), we could include an accessibility
relation in our indices. Alternatively, we might hypothesize that each modalized
clause contains a covert variable which is assigned an accessibility relation by a
variable assignment. I will eventually discuss both of these options, but it will
simplify our exposition if we begin with the first one. So, for the moment, we
adopt a theory according to which expressions are assigned extensions relative
to a context, a world, and an accessibility relation (a binary relation on the set
of worlds). The semantics for might would then run as follows:

(5) Jmight φKc,w,R = 1 iff ∃w′ (w′ ∈ R(w) and JφKc,w,R = 1)

Where R is an accessibility relation, R(w) is the set of worlds w′ such that
wRw′. So you can think of R( ) as denoting a function from a world to a set of
worlds.

4For discussion, see Hacking (1967), DeRose (1991), Egan et al. (2005), Egan (2007),
Stephenson (2007), von Fintel and Gillies (2008), Dowell (2011), von Fintel and Gillies (2011),
MacFarlane (2011), Schaffer (2011), Yalcin (2011), and MacFarlane (2014), among others.
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The accessibility relation of the index ‘gets filled in by context’ in the sense
that, in the definition of truth at a context, the value of the accessibility relation
parameter will be determined by the context as follows (Kaplan 1989, 547):

(6) A sentence φ is true at a context c iff JφKc,wc,Rc = 1

Here Rc might be something like the relation that w bears to w′ just in case w′

is compatible with what the agents relevant in c know in w.
I think that the story I have been telling so far is fairly standard, but it

actually runs together two things that I think it best to keep separate. Fol-
lowing MacFarlane (2014), it is useful to contrast the abstract compositional
semantic clause in (5) with the contextualist postsemantics embodied in the
definition of truth at a context given in (6). Although the standard version of
relational semantics is contextualist insofar as it assigns an important theoretical
role to something like (6), it is worth noting that the compositional semantic
clause given in (5) is in principle neutral on debates between contextualism,
relativism, and expressivism.5 For one could in principle combine that com-
positional semantic clause with an alternative postsemantics that, for example,
used a context of assessment to initialize the accessibility relation parameter.
For example, in place of (6), the relativist might offer this:

(7) A sentence φ is true as used at context c and as assessed at context a iff
JφKc,wc,Ra = 1

where Ra is something like the relation that w bears to w′ iff w′ is compatible
with what the agents relevant in a know in w.

And just as a relational semanticist might adopt a relativist or expressivist
postsemantics, so a domain semanticist might adopt a contextualist postse-
mantics, as MacFarlane (2014, 262ff.) notes.6 Thus, the issue of relational
semantics vs. domain semantics seems to cross-cut the issue of contextualism
vs. relativism/expressivism, despite the tendency to conflate the two.7

In any case, most of my discussion will take place at the compositional
semantic level, since the difference between relational semantics and domain
semantics is, in the first instance, a difference at that level.

3 The problem

Recall the two sentences mentioned at the outset:

(1) Suppose that it is raining and it might not be raining.

(2) If it is raining and it might not be raining, then...

5For an overview of, and references to, these debates, see MacFarlane (2014, Ch. 10).
6Yalcin (2007, 1011) makes a similar point in discussion of what he calls the diagonal view,

a view consistent with his compositional semantics.
7Dorr and Hawthorne (2013, 871, 878) appear to assume that domain semantics, for ex-

ample, must be given some sort of relativist or expressivist interpretation.
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What problem does the infelicity of these sentences pose for the foregoing re-
lational approach to might? A simple way to see the problem is to adopt a
contextualist interpretation of the relational semantics, and imagine that acces-
sibility is simply a matter of compatibility with what the speaker knows. In
that case, it might be raining simply means I don’t know that it is not raining.
But this hypothesis, at least in its simplest form, appears to be refuted by the
fact that (8), for example, is not odd in the way (2) is:

(8) If it is raining and I don’t know that it is raining, then...

To examine the problem from a slightly more formal point of view, let us
consider the problem raised by (1) in more detail. Actually, rather than consid-
ering (1) itself, which is an imperative, we will consider an arbitrary supposition
report that embeds an epistemic contradiction (Yalcin’s name for sentences of
the form φ and might ¬φ):

(9) x supposes [or: “is supposing,” if you prefer] that it is raining and it might
not be raining.

This too appears to be infelicitous in much the same way (1) is.8

To understand the problem (9) poses we need to say something about the
semantics of attitude verbs like supposes. In the sort of formal semantic frame-
work we are employing, it is standard to adopt a relational semantics for at-
titude verbs themselves, treating x supposes, for example, as quantifying over
the worlds compatible with what x supposes. Thus, the standard ‘Hintikka
semantics’ for supposes can be stated thus (see Hintikka 1962):

(10) Jx supposes φKc,w,R = 1 iff ∀w′ (if w′ ∈ Sx(w), then JφKc,w
′,R = 1)

Here, Sx is an accessibility relation that w bears to w′ just in case w′ is com-
patible with what x supposes at w. Thus Sx(w) is the set of worlds compatible
with what x supposes at w.

On this semantics, the truth-conditions of x supposes φ are given by uni-
versally quantifying in the metalanguage over the worlds compatible with what
x supposes. A fairly standard assumption about natural language universal
quantifiers is that they presuppose (in some sense) that their restrictors are not
empty (Cooper 1983, Beaver and Geurts 2013). Thus, it is natural to suppose
that, at a point (c, w,R), x supposes φ presupposes that Sx(w) is not empty.
We shall adopt this view in what follows.

Given the standard semantics for conjunction, it follows from the foregoing
semantics for might and supposes that for any point (c, w,R):

Jx supposes (φ and might ¬φ)Kc,w,R = 1 iff

∀w′ (if w′ ∈ Sx(w), then (JφKc,w
′,R = 1 and ∃w′′(w′′ ∈ R(w′) and

J¬φKc,w
′′,R = 1)))

8Though see Dorr and Hawthorne (2013, 906) for some interesting observations about the
difference between uses of suppose in imperatives and uses in attitude reports.
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The right-hand side of this biconditional is, in turn, is equivalent to:

∀w′ (if w′ ∈ Sx(w), then JφKc,w
′,R = 1); and

∀w′ (if w′ ∈ Sx(w), then ∃w′′(w′′ ∈ R(w′) and J¬φKc,w
′′,R = 1))

Thus, on contextualist versions of the relational semantics, (9) will be true
at a context c just in case x supposes that it is raining while simultaneously
supposing that the agents relevant in c do not know that it is raining. Since
this seems like a perfectly coherent thing for x to suppose – even if x is one
of the agents relevant at c – it is hard to see how this view could predict the
infelicity of (9).

Why does the foregoing approach fail in this regard? According to Yalcin,
the relational semantics for might is to blame:

“The problem... is the idea, practically built into a relational se-
mantics for modals, that the evidential state relevant to the truth of
an epistemic modal clause is ultimately determined as a function of
the evaluation world...” (Yalcin 2007, 992)

But note that there were really two parts to the foregoing view: the relational
semantics for might and the standard Hintikka semantics for supposes. I will
return to this point shortly.

4 Domain semantics with domain-shifting operators

One natural thought about (9) is that it is infelicitous because the two conjuncts
in the embedded clause place incompatible demands on x’s state of supposition.
The first conjunct requires that every world compatible with what x supposes
be a raining-world; the second requires that some world compatible with what x
supposes be a not-raining-world. Since no world can be both, x cannot suppose
that it is raining and that it might not be raining. Yalcin’s approach to the
puzzle posed by (9) essentially builds on this insight.

One way to formulate domain semantics is to adopt a system broadly similar
the one discussed above, with one important difference: rather than containing
accessibility relations, indices now contain domains or information states. For-
mally, a domain or information state is simply a set of possible worlds. Within
such a framework Yalcin (2007, 994) offers the following semantics for might :

(11) Jmight φKc,w,i = 1 iff ∃w′(w′ ∈ i and JφKc,w
′,i = 1)

Now as I noted above, the ‘relational package’ we were considering had two
parts: the relational treatment of might given in (5) and the Hintikka semantics
for supposes given in (10). The first point I’d like to make is that simply taking
this package and replacing the relational semantics for might with a domain
semantics does not resolve the problem. This is not an objection to Yalcin,
since he does not say otherwise. It is, nonetheless, a point worth noting.

We can see this if we combine the domain semantics for might with the
above Hintikka semantics for supposes. For this combination does not predict
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the infelicity of (9) either. It yields the following truth-at-point conditions for
(9):

Jx supposes (φ and might ¬φ)Kc,w,i = 1 iff

∀w′ (if w′ ∈ Sx(w), then (JφKc,w
′,i = 1 and ∃w′′(w′′ ∈ i and J¬φKc,w

′′,i =
1)))

Note that the right-hand side of this biconditional is equivalent to the following
conjunction:

∀w′ (if w′ ∈ Sx(w), then JφKc,w
′,i = 1); and

∀w′ (if w′ ∈ Sx(w), then ∃w′′(w′′ ∈ i and J¬φKc,w
′′,i = 1))

Note that the second conjunct of this claim is a universally quantified condi-
tional, but that the universal quantifier doesn’t bind anything in the consequent
of the embedded conditional (i.e. w′ doesn’t appear in the consequent of that
conditional). This means that, at any point (c, w, i) at which the presupposition
of (9) is satisfied (i.e. at which Sx(w) is non-empty), the above conjunction will
hold iff:

∀w′ (if w′ ∈ Sx(w), then JφKc,w
′,i = 1); and

∃w′′(w′′ ∈ i and J¬φKc,w
′′,i = 1)

Thus, at any such point, (9) will be true iff the following sentence is also true:

(12) (x supposes that it is raining) and (it might not be raining)

But this sentence is perfectly fine. Since this semantics predicts that, when-
ever its presupposition is satisfied, (9) is equivalent to the felicitous (12), the
semantics would seem to predict that (9) should be felicitous as well. But it is
not.9

Although he doesn’t mention this problem, Yalcin adopts a semantics for
attitude verbs that avoids it. Yalcin combines the domain semantics for might
with what we might call a shifty semantics for attitude verbs like supposes.
Shifty is an appropriate description for this view, because on this approach, an
attitude verb shifts both the world of the index and the domain of the index
(Yalcin 2007, 995):

(15) Jx supposes φKc,w,i = 1 iff ∀w′ (if w′ ∈ Sx(w), then JφKc,w
′,Sx(w) = 1)

Note that the domain parameter is now shifted to Sx(w), the set of worlds
compatible with what x supposes in w. Thus, on this semantics, supposes is a
domain-shifting operator.

This account predicts the following truth-at-a-point conditions for (9):

9In addition to failing to predict the infelicity of (9), this proposal has the odd prediction
that if the presupposition of (13) is satisfied at a point of evaluation e, then (13) will be true
at e just in case (14) is true at e:

(13) John supposed that it might be raining.

(14) It might be raining.
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Jx supposes (φ and might ¬φ)Kc,w,i = 1 iff

∀w′ (if w′ ∈ Sx(w), then (JφKc,w
′,Sx(w) = 1 and ∃w′′(w′′ ∈ Sx(w)

and J¬φKc,w
′′,Sx(w) = 1)))

Note that the right-hand side of this biconditional is equivalent to the following
conjunction:

∀w′ (if w′ ∈ Sx(w), then (JφKc,w
′,Sx(w) = 1)); and

∀w′ (if w′ ∈ Sx(w), then ∃w′′(w′′ ∈ Sx(w) and J¬φKc,w
′′,Sx(w) = 1))

Now consider any point (c, w, i) at which the presupposition of (9) is satisfied.
In that case, Sx(w) is not empty, which means that this conjunction reduces to:

∀w′ (if w′ ∈ Sx(w), then (JφKc,w
′,Sx(w) = 1)); and

∃w′′(w′′ ∈ Sx(w) and J¬φKc,w
′′,Sx(w) = 1))

But this is impossible. For according to the second conjunct there is a ¬φ-world
in Sx(w), which means that not every world in Sx(w) is a φ-world, in which
case the first conjunct is false.10

It follows that any point at which the presupposition of (9) is satisfied is
one at which (9) is false. No wonder we find (9) odd: there is no way for its
presupposition and its truth-conditions to be jointly satisfied.

5 Relational semantics with relation-shifting operators

Let’s remind ourselves of some observations. First, attitude reports like (9) pose
a problem for the combination of a relational semantics for epistemic modals
and a standard Hinitkka semantics for attitude verbs. Second, Yalcin solves
the problem with two innovations, not one: (i) the domain semantics for might,
and (ii) a shifty semantics for attitude verbs. As we saw, both are needed;
combining a domain semantics for modals with the Hintikka attitude semantics
fails to solve the problem.

This raises a question: What if we combined the relational semantics for
might with a suitably shifty semantics for attitude verbs? Would that solve the
problem? Perhaps. But what does it means to talk of a ‘shifty’ semantics for
attitude verbs in the context of a relational semantics for might?

The first thing we might try is to let x supposes shift the accessibility relation
parameter to Sx, the relation w bears to w′ just in case w′ is compatible with
what x supposes in w:

(16) Jx supposes φKc,w,R = 1 iff ∀w′ (if w′ ∈ Sx(w), then JφKc,w
′,Sx = 1)

Note that the accessibility relation of the index is now Sx rather than R.
This is almost what we want, but it isn’t quite right. According to this

approach, (9) is predicted to have the following truth-at-a-point conditions:

10Although I am using φ as a variable over declarative English sentences in general, I will
often assume (for the sake of simplicity) that when φ appears embedded under might that it
is a simple, context-invariant sentence. This allows us to speak simply of a ‘φ-world.’
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Jx supposes (φ and might ¬φ)Kc,w,R = 1 iff

∀w′ (if w′ ∈ Sx(w), then (JφKc,w
′,Sx = 1 and ∃w′′(w′′ ∈ Sx(w′) and

J¬φKc,w
′′,Sx = 1)))

So according to this view, (9) would be true if x simultaneously supposes two
things: (i) that it is raining, and (ii) that x does not suppose that it is rain-
ing. But this seems perfectly coherent: I can suppose that it is raining, while
simultaneously supposing that I am not supposing this. I can do this by, for
example, supposing that it is raining while also supposing that I don’t exist. So
this doesn’t predict the infelicity of (9).

To remind ourselves of what we want, recall the truth-conditions predicted
by Yalcin’s package:

Jx supposes (φ and might ¬φ)Kc,w,i = 1 iff

∀w′ (if w′ ∈ Sx(w), then (JφKc,w
′,Sx(w) = 1 and ∃w′′(w′′ ∈ Sx(w)

and J¬φKc,w
′′,Sx(w) = 1)))

Note that the two quantifiers here (∀w′, ∃w′′) are restricted by the same set,
Sx(w), the set of worlds compatible with what x supposes at w. On this ac-
count, when might is embedded under x supposes, it inherits its domain of
quantification from the latter. This feature of Yalcin’s semantics is the key to
his explanation of the infelicity of (9).

Our semantics doesn’t have this feature. Let’s think about why this is. If we
were to assess x supposes might φ for truth at a point (c, w,R) on our semantics,
we would check to see whether might φ is true at all points (c, w′, Sx), for all
worlds w′ ∈ Sx(w). And we would do this be checking to see if there is a φ-
world in the set that results from applying the function Sx( ) to w′. But this set,
Sx(w′), will not in general be identical to Sx(w), for the simple reason that you
can suppose something without supposing that you are supposing it, and vice-
versa. And this is the reason that our semantics diverges from Yalcin’s. In the
statement of the truth conditions for (9), our initial quantifier ∀w′ quantifies over
Sx(w), but the subsequent quantifier ∃w′′ is dependent on the first quantifier,
so that for each w′ ∈ Sx(w), ∃w′′ quantifies over Sx(w′) instead of over Sx(w).

But this suggests a solution to our problem. Rather than shifting R to Sx,
x supposes should shift R to Sw

x , where Sw
x ( ) is a constant function mapping

each world w′ to Sx(w). In that case, when we are evaluating x supposes might
φ for truth at (c, w,R), we will check to see whether might φ is true at all points
(c, w′, Sw

x ), for all worlds w′ ∈ Sx(w). And we will do this by checking to see
if there is a φ-world in Sw

x (w′). But this set Sw
x (w′) will be identical to Sx(w),

simply because of how we have defined Sw
x .

Let us approach things more slowly. We begin by adopting the following
definition:

(17) Definition.

For any accessibility relation R and world w:

the rigidification of R at w is an accessibility relation Rw such that for all
w′, w′′, w′Rww′′ iff wRw′′.
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Note that Rw( ) is a function mapping a world w′ to the set of worlds w′′ such
that w′Rww′′. Since w′Rww′′ iff wRw′′, Rw( ) is a function mapping a world
w′ to R(w). Thus, for every world w′, Rw(w′) = R(w), which means that Rw( )
is a constant function.

Rigidification is appropriate here, since what ‘superscript w’ does to “R( )”
is similar to what the addition of actual does to an ordinary one-place predicate
relative to a world w. R( ) has a semantic similarity to the intensions of ordi-
nary one-place predicates like is a rich person, insofar as both are non-constant
functions from worlds to sets of something (individuals in one case, worlds in
the other). Rw( ) on the other hand corresponds to the intension of a one-place
predicate that is ‘rigidified’ at a world w by the insertion of an actuality oper-
ator, e.g. is an actual rich person. Both of these are constant functions from
worlds to sets of some kind.

Since Sx is an accessibility relation, Sw
x is well-defined, and Sw

x ( ) is a function
mapping a world w′ to Sx(w). Thus, at a point (c, w,R), x supposes should shift
the accessibility relation parameter not to Sx, but to its rigidification at w, Sw

x :

(18) Jx supposes φKc,w,R = 1 iff ∀w′ (if w′ ∈ Sx(w), then JφKc,w
′,Sw

x = 1)

We can verify that this approach predicts the infelicity of (9). Note that:

Jx supposes (φ and might ¬p)Kc,w,R = 1 iff

∀w′ (if w′ ∈ Sx(w), then (JφKc,w
′,Sw

x = 1 and ∃w′′(w′′ ∈ Sw
x (w′) and

J¬φKc,w
′′,Sw

x = 1)))

As we noted above, for all worlds w′, Sw
x (w′) = Sx(w). Thus, the right-hand

side of the above conditional is equivalent to the following:

∀w′ (if w′ ∈ Sx(w), then (JφKc,w
′,Sw

x = 1 and ∃w′′(w′′ ∈ Sx(w) and
J¬φKc,w

′′,Sw
x = 1)))

This is essentially equivalent to the truth-conditions predicted by Yalcin’s ap-
proach, and so the same account of the infelicity of (9) can be given: any point
of evaluation at which the presupposition of (9) is satisfied is a point at which
the sentence is false.

When it comes to (9), a relational semantics with appropriate relation-
shifting operators can do more or less precisely what a domain semantics with
domain-shifting operators can do.

6 Conditionals

Recall that conditionals with epistemic contradictions in their antecedents are
typically infelicitous:

(2) If it is not raining and it might be raining, then...

Let’s begin by looking at how domain semantics accounts for the infelicity of
sentences like (2). To appreciate that explanation, we need to state an account
of indicative conditionals in the context of domain semantics. To state that
account, it will help to adopt the following definition (Yalcin 2007, 1004):
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(19) Definition.

For any sentence φ, context c, and domain i:

i accepts φ at c iff: ∀w (if w ∈ i, then JφKc,w,i = 1).

We can use this notion to define another (Kolodny and MacFarlane 2010, 136):

(20) Definition.

For any sentence φ, context c, and domains i, i′:

i′ is a maximal φ-subset of i at c iff:

(i) i′ ⊆ i,
(ii) i′ accepts φ at c, and

(iii) there is no domain i′′ such that i′′ accepts φ at c, and i′ ⊂ i′′ ⊆ i.

We can then state the relevant semantics for indicatives as follows:11

(21) Jφ → ψKc,w,i = 1 iff: ∀i′ (if i′ is a maximal φ-subset of i at c, then i′

accepts ψ at c)

For reasons discussed earlier, we can suppose that, at a point (c, w, i), an in-
dicative conditional (φ → ψ) presupposes that there is a non-empty maximal
φ-subset of i at c.

To understand how this proposal predicts the infelicity of (2), it will help to
consider the following claim (Dorr and Hawthorne 2013, 870):

(22) Fact 1.

For any information state i and context c:

i accepts (φ and might ¬φ) at c iff i is empty.

To see that this is true, first note that the right-to-left direction is trivial, since,
for any sentence φ and context c, the empty set trivially accepts φ at c. Now
let us suppose that i accepts (φ and might ¬φ) at c. We want to show that i
is empty. So suppose, for reductio, that i is not empty. Note that if a domain
accepts a conjunction at a context, it accepts both conjuncts at that context.
Since i accepts (φ and might ¬φ) at c, this means that:

∀w (if w ∈ i, then JφKc,w,i = 1); and

∀w (if w ∈ i, then Jmight ¬φKc,w,i = 1)

Let w′ be a world in i. Then by the second conjunct of the above conjunction,
Jmight ¬φKc,w

′,i = 1. So ∃w′′(w′′ ∈ i and J¬φKc,w
′′,i = 1). So some world in i

is a ¬φ-world. So not every world in i is a φ-world. But according to the first

11This semantics for the indicative conditional is closer to the semantics presented in Mac-
Farlane (2014, 270) than it is to the one presented in Yalcin (2007, 998). Yalcin’s semantics
presumes that there is a unique maximal φ-subset of i at c, which isn’t always the case
(Kolodny and MacFarlane 2010, 136; Dorr and Hawthorne 2013, n. 4).
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conjunct of the above conjunction, every world in i is a φ-world. Contradiction.
So i is empty after all.

With Fact 1 in hand, we can explain the infelicity of (2) as follows. Let
(c, w, i) be an arbitrary point of evaluation. The sentence ((φ and might ¬φ)→
ψ) presupposes at (c, w, i) that there is a non-empty maximal (φ and might
¬φ)-subset of i at c. But if i′ is a maximal (φ and might ¬φ)-subset of i at c,
i′ accepts (φ and might ¬φ) at c. But given Fact 1, if i′ accepts (φ and might
¬φ) at c, i′ is empty. Thus, the presupposition of ((φ and might ¬φ) → ψ) is
not satisfied at (c, w, i). Since (c, w, i) was an arbitrary point of evaluation, it
follows that there is no point (c, w, i) at which the presupposition of ((φ and
might ¬φ) → ψ) is satisfied. This should suffice to explain the infelicity of
indicative conditionals with epistemic contradictions in their antecedents.

Can the advocate of a relational semantics offer a similar explanation of the
infelicity of (2)? That is: can the relational semanticist construct a semantics
for the indicative conditionals that yields a similar result?

To see the case for an affirmative answer to this question, suppose that, in
the context of relational semantics, we define acceptance as follows:

(23) Definition.

For any sentence φ, context c, world w, and accessibility relation R:

R(w) accepts φ at c iff ∀w′ (if w′ ∈ R(w), then JφKc,w
′,Rw

= 1).

Using this notion, we can define another:

(24) Definition.

For any sentence φ, context c, world w, and accessibility relations R,R′:

R′(w) is a maximal φ-subset of R(w) at c iff:

(i) R′(w) ⊆ R(w),

(ii) R′(w) accepts φ at c, and

(iii) there is no accessibility relation R′′ such that R′′(w) accepts φ at c,
and R′(w) ⊂ R′′(w) ⊆ R(w).

We can then state the relevant semantics for indicatives as follows:

(25) Jφ → ψKc,w,R = 1 iff: ∀R′ (if R′(w) is a maximal φ-subset of R(w) at c,
then R′(w) accepts ψ at c)

And we add a similar presupposition to this story: at a point (c, w,R), (φ→ ψ)
presupposes that there is an accessibility relation R′ such that R′(w) is a non-
empty maximal φ-subset of R(w) at c.

But, again, there will be no point (c, w,R) at which the presupposition of
((φ and might ¬φ) → ψ) is satisfied. The presupposition of ((φ and might
¬φ) → ψ) is satisfied at a point (c, w,R) iff there is an R′ such that R′(w) is
a non-empty maximal (φ and might ¬φ)-subset of R(w) at c. But R′(w) is a
maximal (φ and might ¬φ)-subset of R(w) at c only if R′(w) accepts (φ and
might ¬φ) at c. But we can show the following:

12



(26) Fact 2.

For any accessibility relation R, context c, and world w:

R(w) accepts (φ and might ¬φ) at c iff R(w) is empty.

Again, the right-to-left direction is trivial, since if R(w) is empty, R(w)
accepts every sentence at c. So suppose now that R(w) accepts (φ and might
¬φ) at c. And suppose, for reductio, that R(w) is not empty. Note that if R(w)
accepts a conjunction at a context, it accepts both conjuncts at that context.
This means that we have:

∀w′ (if w′ ∈ R(w), then JφKc,w,Rw

= 1; and

∀w′ (if w′ ∈ R(w), then Jmight ¬φKc,w
′,Rw

= 1)

Let w′ be a world in R(w). Then by the second conjunct of the above conjunc-
tion, there is a world w′′ such that w′′ ∈ Rw(w′) and J¬φKc,w

′′,Rw

= 1. Since
Rw(w′′) = R(w), this means that that there is a world w′′ such that w′′ ∈ R(w)
and J¬φKc,w

′′,Rw

= 1. So there is a ¬φ-world in R(w). So not every world in
R(w) is a φ-world. But according to the first conjunct of the above conjunction,
every world in R(w) is a φ-world. Contradiction. So R(w) is empty after all.

Thus, combining the relational semantics for might with the foregoing se-
mantics for the indicative conditional yields an explanation of the infelicity of
(2) that is broadly analogous to the one offered by domain semantics.

7 Hidden variabilism

Consider the following objection:

One might question whether what you have been calling a ‘relational
semantics’ for “might” really ought to be called such. For on the
present version of the relational semantics, indices contain accessi-
bility relations. This means that the compositional semantic value
of a sentence at a context is not a proposition in the ordinary sense
(function from worlds to truth values), but a more complex entity,
viz. a function from world-accessibility relation pairs to truth values.
Perhaps it is no surprise that a semantics that is non-standard in
this manner can predict Yalcin’s data. Both this account and Yal-
cin’s are alike insofar as they employ non-standard semantic values
for sentences.12

As I noted earlier, Kratzer (1991) and Portner (2009, 52) formulate a re-
lational semantics for modals by employing indices that contain accessibility
relations,13 and Yalcin (2007, 990, n. 9) himself notes that this is one way of

12Thanks to Jeremy Goodman for raising an objection along these lines.
13Strictly speaking, Kratzer and Portner have indices that contain conversational back-

grounds rather than accessibility relations, but this difference is irrelevant in the present
context.
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implementing the general idea behind relational semantics. So I’m not sure it
is wrong to call the foregoing view a ‘relational semantics.’

Furthermore, it is not clear that on anyone’s considered view, the compo-
sitional semantic value of a sentence at a context is a proposition (function
from worlds to truth values), for the simple reason that quantifiers (or other
variable-binding operators) would appear to require us to take the composi-
tional semantic value of a sentence to be something that varies in truth value
over variable assignments.14

In connection with this last observation, we can respond more directly to
the objection by showing that our results do not in fact depend on the inclu-
sion of accessibility relations in our indices. An alternative to our formulation
of relational semantics involves positing a distinguished covert variable in the
syntax of modal claims, an element that is assigned an accessibility relation by
a variable assignment (e.g. von Fintel and Heim 2011, 38). On this view, the
syntax of a sentence like it might be raining might be represented as follows:

mightr (it’s raining)

where r represents the distinguished covert variable over accessibility relations.
Thus, on this approach, we might state the semantics for might as follows:

(27) Jmightr φKc,w,g = 1 iff ∃w′(w′ ∈ g(r)(w) and JφKc,w
′,g = 1)

(Note that the index here now contains the variable assignment g.) Can our
strategy for predicting the infelicity of (2) and (9) be implemented using this
version of the relational semantics?

Indeed it can, so long as we adopt the right sort of semantics for attitude
verbs and conditionals. In the case of supposes, the key is allow the verb to shift
the variable assignment as follows:

(28) Jx supposes φKc,w,g = 1 iff ∀w′ (if w′ ∈ Sx(w), then JφKc,w,g′
= 1), where

g′ = g[r 7→ Sw
x ]15

It is straightforward to verify that this semantics predicts the infelicity of (9) in
more or less the same manner as the relational semantics of §5 (assume again
that x supposes φ presupposes at (c, w, g) that Sx(w) is not empty).

A similar move can also be made in the case of indicative conditionals. We
need to posit that our covert variable r appears in the syntax of indicative
conditionals, so that if φ, ψ is represented as follows:

φ→r ψ

We then revise the definitions of acceptance and maximal φ-subset as follows:

(29) Definition.

14For relevant discussion, see Ninan (2010, 2012), Rabern (2012, 2013), and Yalcin (2014).
15The variable assignment g[r 7→ Sw

x ] is the variable assignment just like g with the possible
exception that g[r 7→ Sw

x ] maps r to Sw
x .
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For any sentence φ, context c, world w, assignment g, and accessibility
relation R:

R(w) accepts φ at c and g iff ∀w′ (if w′ ∈ R(w), then JφKc,w
′,g′

= 1), where
g′ = g[r 7→ Rw]

(30) Definition.

For any sentence φ, context c, world w, assignment g, and accessibility
relations R, R′:

R′(w) is a maximal φ-subset of R(w) at c and g iff:

(i) R′(w) ⊆ R(w),

(ii) R′(w) accepts φ at c and g, and

(iii) there is no accessibility relation R′′ such that R′′(w) accepts φ at c
and g and R′(w) ⊂ R′′(w) ⊆ R(w).

We can then offer the following semantics for indicatives:

(31) Jφ→r ψKc,w,g = 1 iff: ∀R′ (if R′(w) is a maximal φ-subset of g(r)(w) at c
and g, then R′(w) accepts ψ at c and g)

And we assume that, at (c, w, g), (φ →r ψ) presupposes that that there is an
accessibility relation R′ such that R′(w) is a non-empty maximal φ-subset of
g(r) at c and g. As the reader can verify, the presupposition of
((φ and mightr¬φ)→r ψ) will fail at every point. The resulting view will thus
predict the infelicity of (2) in more of the less the same manner as the relational
semantics of §6.

8 Conclusion

As should be clear, the ‘relational package’ formulated in this paper is very sim-
ilar to the ‘domain package’ offered by Yalcin. Are there any differences? How
should we choose between these two approaches? These are difficult questions,
and I cannot pretend to survey all the considerations that might bear on this
choice. I shall close by mentioning two.

If we focus solely on the case of epistemic modals and their interactions
with attitude verbs and indicative conditionals, then simplicity considerations
might seem to favor domain semantics. The version of relational semantics
discussed in this paper does seem more complex than the domain semantics
we’ve been considering. Our relational semantics mimics domain semantics by
using ‘rigidified’ accessibility relations to do the job that might more naturally
be done by simple sets of worlds, i.e. by domains. So even if the theories turned
out to be ‘empirically equivalent’ in some sense (something that has not been
established), one might think domain semantics does a better job of carving
linguistic nature at its joints.

But if we widen our gaze to include non-epistemic modals, the situation
might look rather different. Suppose that at least some modals (or some readings
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of modals) are best understood as having a relational semantics of some kind.
Then one of the main Kratzerian ambitions – to derive different readings of
modals via context-sensitivity – might speak in favor of a unified relational
approach to all modals.

In order to evaluate this last consideration, we would need to examine two
issues. First, is our supposition correct: are there considerations that suggest
that at least some modals must be given a relational semantics? Second, even
supposing the answer to the first question is yes, we might still wonder whether
or not we really ought to seek a unified modal semantics in the manner suggested
by Kratzer. For if there really are deep differences between the semantics of
epistemic modals and that of non-epistemic modals, then a technical unification
might simply obscure important underlying differences.

In any case, I must leave these as topics for future inquiry.16
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